
Accurate Density Functional Calculations of Core Electron Binding Energies on
Hydrogen-Bonded Systems

Philippe Aplincourt, † Christophe Bureau,*,† Jean-Luc Anthoine,‡ and Delano P. Chong†,§

CEA-Saclay, DSM-DRECAM-SPCSI, baˆ t 466, F-91191 Gif-sur-YVette Cedex, France, and
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We present a quantum chemical investigation of core-electron binding energies (CEBEs) for small hydrogen-
bonded clusters involving water, carboxylic acids, and formamide. Our DFT∆EKS method well reproduces
scarce experimental CEBEs available in the literature, especially the recent ones on gas phase water clusters.
This shows that hydrogen bonds are actually detectable using XPS, even though it is a core level probing
technique. This may be of major interest for hydrogen bonding detection in very thin layers, for which few
methods may have the required sensitivity. A correlation is further established between hydrogen bond lengths
in the cluster and binding energy shifts, as a function of cluster size. Unlike what is concluded for rare gas
clusters, these shifts may be uniquely connected to intramolecular geometrical rearrangements, rather than
collective spherical-type relaxation effects. This may also lead to the possibility of a direct measure of mean
bond lengths in associated materials (solid, liquid, or gas) using XPS.

1. Introduction

X-ray photoelectron spectroscopy is among the very powerful
techniques to gain information on the chemical composition and
bonding for molecules, surfaces, and interfaces.1 Core-electron
binding energies (CEBEs) constitute the key spectral information
obtained by this technique, as they are related to the physico-
chemical environment a nucleus feels in a molecule.2 Early in
the history of XPS, it was recognized that the CEBE of an atom
should be related to the effective charge on that atom.3,4 This
effective charge could in turn be correlated with intuitive
concepts such as the difference between the electronegativity
of bonded atoms.5 From these empirical correlations emerged
a rule-of-thumb stating that the CEBE of an atom is raised when
it is in a more electronegative surrounding, and that it is lowered
when experiencing the effects of a more electropositive environ-
ment.1 Despite the invaluable practical usefulness of this simple
rule, it is sometimes difficult to relate precisely the various
CEBEs with the underlying molecular structures. The difficulty
is particularly important when the CEBEs differ by a few
electronvolts or fraction of an electronvolts because the typical
resolution of XPS experiments is in general on the order of
0.2-0.5 eV. It may be as low as 0.05 eV when the irradiation
is performed with synchrotron radiation. In these cases, theoreti-
cal calculations have proven quite useful or even indispensable
to a correct interpretation.6-8

Recently, one of us proposed a series of methods making
use of density functional (DFT) calculations,9,10 enabling the
very accurate calculation of CEBEs in molecular systems. The
uGTS method is based on a generalization of Slater’s transition-
state (TS) approach11,12and has now been tested on more than
200 molecules. It deliver predicted CEBEs in excellent agree-

ment with experiment, with an average absolute deviation from
experiment (aad) of only 0.20 eV,13,14i.e., equivalent to the best
available resolution on a spectrometer. Even better results were
obtained using the so-called “Delta-E” (∆E) approach, in which
the explicit calculation is carried out on both the neutral parent
and the core-ionized species.10,15

The interest of such accurate methods is that they may be
used as probes, helping one to deduce molecular structures with
a relatively high degree of precision and little ambiguity. This
strategy has been used with success, e.g., to assess the structural
stability of (γ-aminopropyl)triethoxysilane (γ-APS: H2N-CH2-
CH2-CH2-Si(OCH2CH3)3) upon adsorption onto a silicon
surface.16 The elucidation power of the method, in terms of
molecular structures, is also facilitated by the fact that calcula-
tions can be made on rather poor geometries, such as those
obtained at the semiempirical level.17

In a few instances, however, we have noticed that taking
correct molecular structures into account was insufficient to
reach a theory vs experiment agreement compatible with the
resolution of the method.13,16 In these cases, it was proposed
that the discrepancies could well be attributable to intermolecular
effects. An example is given with theγ-APS molecule. Exposure
of this compound to atmosphere (H2O/CO2) leads to the
formation of an ionic pair between ammonium (-NH3

+) groups
and hydrogen carbonate ions (HCO3

-). We have shown that
the N(1s) line of the ammonium group is downshifted by about
2 eV when one actually makes the calculation on the ion pair
(402.18 eV) instead of the sole ammonium (404.09 eV). This
same line is still downshifted by about 0.3 0.6 eV (401.85 401.58
eV) when one also explicitly includes a first layer of water
molecules in the model, meant to reproduce the local “solvating”
environment.16 This suggests that with the help of very accurate
calculations, even intermolecular effects may be detectable using
XPS.

This proposal may seem surprising at first, since most
intermolecular energies are 2 or 3 orders of magnitude weaker
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than the ones typically involved in XPS experiments, which is
essentially a technique probing core levels. One should keep in
mind, however, that XPS probes densities rather than energies,
in a way pretty similar to nuclear magnetic resonance (NMR).
Relaxation, correlation effects, and electrostatic influences from
surrounding atoms or molecules monitor the sign and magnitude
of chemical shifts from one atom of a given type to another
(one may note that even though the physical process are
different, NMR and XPS chemical shifts of a given atom are
nicely correlated on most systems).18

In the present paper, we bring arguments to the above
proposal, focusing essentially on the effect of hydrogen bonds
on CEBEs. Hydrogen bonds are thought to be decisively
involved in the structural arrangement of unbound rings in
catenanes and rotaxanes.19 These macromolecules are of great
interest in the design of surfaces functionalized with confor-
mational triggers. While their intermolecular hydrogen bonds
are easily detectable both in solution and in the solid state, thus
characterizing their conformational state, they are difficult to
assess when the molecules are deposited on a surface at the
monolayer scale: infrared reflection absorption spectroscopy
(IRRAS) nor NMR are sensitive enough. XPS, as a traditional
tool in surface analysis, may then turn out to be the only
possibility to prove conformational triggering, provided that the
evidencing of hydrogen bonds with XPS may be achieved.

Our first task, contained in the results of the present paper,
is to demonstrate on suitable benchmark systems, that hydrogen
bonds are detectable with core XPS. The issue of more complex
molecules is addressed in another paper. Toward this aim, we
have performed highly accurate XPS calculations using the∆E
approach on three kinds of systems structured thanks to a
hydrogen bond network: (i) clusters of water molecules (H2O)n
in the gas phase; (ii) formic and acetic acid dimers, in which
the carboxylic groups act as both hydrogen bond donors and
acceptors; (iii) formamide oligomers, in which the carbonyl
group acts as a hydrogen bond acceptor while the vicinal amine
group acts as a hydrogen bond donor.

Recent accurate experimental values are available for case
i.20 This enables a direct comparison with our theoretical models
and allows an evaluation of the quality of the predictions. We
are not aware of experimental data available for cases ii and
iii. However, these examples have been chosen in order to gain
insight into possible additive effects when hydrogen bond
donation combines with hydrogen bond acceptance on a single
functional group. This latter concern is also meant to examine
whether the present, dedicated, orders of magnitude may be
transferable to similar functional groups in a different molecule,
thus providing a systematic evaluation for experimental inter-
pretation (and allowing, to some extent, a bypass of systematic
calculations).

2. Computational Details

The DFT calculations have been done with the deMon code21

on a cluster of Pentium II under Linux (Debian). The set of
auxiliary basis functions is (4,4;4,4) for C, N and O and (3,1;3,1)
for H.22 The orbital basis sets are Dunning’s cc-pVTZ on C, N,
O and H.23 As previously,24 scaled-pVTZ basis sets have also
been used on the partially ionized atomic centers in order to
better describe the core-hole. The results obtained with all these
basis sets are compared. Only s-, p- and (six components) d-type
functions were used. The numerical integration for the fit of
the exchange and correlation potentials into the auxiliary basis
set is performed using a grid having 32 radial points× 194
angular points per atom. The functionals are Perdew and Wang’s

198625 for the exchange term and Perdew and Wang’s 199126

for the correlation term.
To compare the calculated CEBEs with experiment, we need

an evaluation of relativistic effects (which we do not take into
account explicitly in the quantum mechanical treatment). A
crude estimate of relativistic correctionsCrel can be made by
adding to the theoretical values the quantity:24

whereK ) 2.198× 10-7 and N ) 2.178, when bothInr and
Crel are in electronvolts. In this expression,Inr represents the
nonrelativistic CEBE. In what follows, all CEBE values are
referenced to the vacuum level, unless otherwise mentioned.

Geometries of the various water cluster (H2O)n (n ) 2-6)
have been previously optimized at the MP2/aug-cc-pVDZ
level.27 In their study, Xantheas et al. have shown that this
method, used with this basis set, yields accurate results as far
as the structure of the monomer and dimer of water molecule
are concerned.28 Therefore, this method appears to be adequate
to describe the structure of larger clusters. In the cases of formic
and acetic acid monomers and dimers as well as formamide,
we got the experimental geometries from convenient compila-
tions.29 Formamide-water complexes have been optimized at
the MP2/aug-cc-pVDZ level using the Gaussian98 program.30

3. Results and Discussion

Figures 1, 4, 5, and 6 display the geometries of all the
compounds considered in our study. Tables 1-4 gather the
computed CEBEs, whereas additional results are reported in
Figures 2 and 3.

Water Clusters. In a recent paper, Bjo¨rnehom et al. presented
a photoemission study of water clusters with a value ofn up to
250.20 These authors have also measured that the O(1s) binding
energy decreases as a function of cluster size. The binding
energy shift found between the molecule and the smallest cluster
(n ) 20) was equal to 1.1 eV, and even reached 1.3 eV for a
very high degree of condensation.

Figure 1 displays all the water clusters considered in this
study. For a given value ofn, numerous minima may exist on
the potential energy surface. For the water hexamer, for example,
Kryachko located 15 different local minima very close to the
global minimum.31 In our work, we considered, for each cluster,
the most stable structures only, forn ) 1-6.

Table 1 presents the O(1s) CEBEs and binding energy shifts
of the clusters that we studied. The O(1s) binding energy shift
of clusters containing nonequivalent oxygen atoms was assumed
to be equal to the average of the binding energy shift of each
oxygen atom within the cluster. In Figure 2, we plotted the
variation of this shift as a function of cluster size. One may
first notice that the predicted shifts have the correct sign, i.e.,
the O(1s) CEBEs decrease as a function of cluster size.

Moreover, we find that the larger the size of the cluster, the
larger the shift, with an apparent asymptote toward the
experimental shift measured for small clusters, i.e., 1.1 eV. One
shall note that the point associated with the dimer, the only
noncyclic molecule, is slightly off the theoretical curve. This
may be due to the fact that, in the dimer, the two water
molecules have distinct roles, one being the proton donor
whereas the other one is the proton acceptor, while all water
molecules play both roles at the same time in higher (cyclic)
clusters.

On the basis of previous investigations on argon clusters,32,33

Björnehom et al. conclude that the lowering of the binding

Crel ) KInr
N
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energy as a function of the cluster size is due to polarization
screening in the final state, which increases with cluster size.20

There are two types of atoms in argon clusters: surface and bulk.
Atoms surrounding the core ionized atom are polarized, and
this polarization decreases rapidly with increasing distance from
the ionized atom. Therefore, nearest neighbors are the most
important ones for the screening, and an atom with a large

number of nearest neighbors, as in the interior of the cluster,
yield a large shift. On the basis of these arguments, Bjo¨rnehom
et al. concluded that the larger the cluster size, the larger the
fraction of atoms in the bulk and the lower the corresponding
binding energy.

In our investigation of small water clusters, the notion of
surface and bulk disappears. In addition, in all clusters, excepted
in the dimer, each water molecule has the same number of
neighbors, i.e., two. Therefore, we felt that the lowering of the
O(1s) binding energies should be accounted for on different
grounds.

In these clusters, water molecules are hydrogen bonded
whereas in argon clusters, there are van der Waals interactions.
The electrostatic origin of hydrogen bonding is actually favored.
Buckingham et al.34 have shown that the electrostatic interaction,
computed via distributed multipole moments, coupled with a
simple hard-sphere atom-atom repulsion, gives a good account
of the structures of numerous hydrogen-bonded systems.
Furthermore, in a previous theoretical study on small water
clusters, Xantheas et al. observed structural trends associated
with the cluster size.28 In particular, the separation between
neighboring oxygen atoms decreases exponentially with increas-
ing cluster size.

Figure 3 displays the variation of the O-O and O...H
distances as a function of the binding energy shift. One can
notice a clear correlation between both O-O and O...H

Figure 1. Geometries of the water clusters (H2O)n (n ) 2-6) studied.
In the n ) 3 andn ) 5 (H2O)n clusters, the oxygen atoms have been
numbered clockwise starting from the O1 atom. Distances are given in
angstro¨ms.

TABLE 1: O(1s) CEBE (eV) of the Water Molecule and the
Water Clusters Considered (H2O)n (n ) 2-6)

cluster atom CEBE shift O‚‚‚H average shift

n ) 1 O 539.95
n ) 2 acceptor 540.58 +0.63 -0.63

donor 538.69 -1.26
n ) 3 O1 539.29 -0.66 -0.62

O2 539.33 -0.62
O3 539.37 -0.58

n ) 4 O 539.13a -0.82 -0.82
n ) 5 O1 539.02 -0.93 -0.93

O2 539.02 -0.93
O3 539.07 -0.88
O4 539.00 -0.95
O5 539.01 -0.94

n ) 6 O 538.97a -0.98 -0.91
chair O 539.12a -0.83
prism O 539.05a -0.90
cage O 539.01a -0.94
book

a This value refers to the average of computed O(1s) CEBEs over
all the oxygen atoms in the given structure.

Figure 2. Evolution of the binding shift eV) as a function of the cluster
size. The continuous line (-1.1 eV) represents the experimental binding
energy shift between molecule and small clusters (aboutn ) 20).20

The dotted line (-1.3 eV) represents the binding energy shift measured
for a very high degree of condensation.20

Figure 3. O(1s) binding energy shifts (eV) as a function of O-O and
O...H distances (Å) for water clusters (Figures 1 and 4). The lines
represent tentative fits and only constitute a guide to the eye.
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distances, and the corresponding O(1s) binding energy shift.
One may therefore propose that the O(1s) binding energy shifts
in water clusters are mainly caused by geometrical rearrange-
ments, via the interplay of electrostatic effects.

This proposal may be further checked by examining whether
the same trend is observed for water clusters with the same
number of molecules, but a different relative arrangement. Water
hexamer seems appropriate to verify this hypothesis, as this
cluster presents many conformers. MP2(full)/aug-cc-pVDZ
calculations show that the prism conformer is the global
minimum.31 Secondary minima have been evidenced, and four
different conformers of (H2O)6 were considered herein: chair,
book, cage, and prism (Figures 1 and 4). Their structures have
been optimized at the MP2(full)/aug-cc-pVDZ level.27 Both the
average bond distances per conformer and the average O(1s)
binding energy shifts are gathered in Table 2.

The highest average O(1s) shift is associated with the chair
conformer (-0.98 eV), in which the hydrogen bond distances
are smallest (1.735 Å). Conversely, the smallest average shift
is obtained with the prism conformer (-0.83 eV), in which
hydrogen bond distances are highest (1.870 Å). As in the case
of water cluster (H2O)n conformer-averaged O(1s) CEBEs as a
function of cluster size, a linear correlation is found between
hydrogen bond distances and O(1s) CEBEs (see Figure 3).

This suggests that at least a practical relationship exists
between the average hydrogen bond lengths within the cluster
and the calculated binding energy shifts. Our present estimates
indicate that this is true to a large extent whatever the size of
the cluster and the relative arrangement of the water molecules
within the clusters. Therefore, CEBEs may constitute an
interesting way to obtain the average length of hydrogen bonds
for a given cluster.

The following examples deal with structures on which no
experimental data are available, to our knowledge. Taking for
granted that our calculation method is probably well suited to
determine CEBEs on hydrogen-bonded systems, we now scan
various systems involving hydrogen bonds. We have checked
whether O(1s) shifts as large as those obtained with water
clusters may be expected on other systems and constitute a
general trend.

Formic and Acetic Acid. The formic acid dimer is the
smallest carboxylic acid dimer. It has been widely investigated
experimentally35-38 as well as theoretically39-48 because of the
presence of two strong hydrogen bonds between the two mono-
mers. This dimer is indeed a simple system that involves double
proton transfer. This phenomenon is part of many chemical and
biochemical reactions that are of interest as proton relay systems
in enzymes. Several theoretical studies have detailed this double
transfer.43-48 The results suggest a synchronous transfer as well
as a very efficient tunneling effect, with a tunneling path very
different from the minimum energy path.45

Figure 5 points out the experimental geometries of the formic
acid dimer, the acetic acid dimer, and the corresponding
monomers. The formation of each dimer goes along with a
decrease of the C-O bond length and an increase of the CdO
bond length. The variations of length for these two bonds are
approximately of the same extent.

Table 3 gathers the O(1s) CEBEs of the aforementioned
dimers and monomers. We compared the data obtained on the
monomers with experiment. Our results are in good agreement
with experiment,10,49 which confirms the accuracy of the
theoretical∆EKS method. For both acids, the most important
discrepancies are obtained in the case of the oxygen atom of
the hydroxyl group. For this atom, the average deviation from
experiment is found to be 0.20 eV, whereas it is found to be
0.07 eV for the oxygen atom of the carbonyl group. In addition,

Figure 4. Geometries of the three additional conformers of water
hexamer (H2O)6 studied in this work. From top to bottom, the book,
prism, and cage conformers. Distances are given in angstro¨ms.

TABLE 2: Average Hydrogen Bond Lengths (Å) and
Average Binding Energy Shifts (eV) of the Four Conformers
of Water Hexamer Envisaged in This Study

conformers
average H

bond lengths
average binding

energy shifts

chair 1.735 -0.98
book 1.772 -0.94
cage 1.821 -0.90
prism 1.870 -0.83

Figure 5. Geometries of formic and acetic acid dimers. The corre-
sponding monomers are also pictured. Distances are given in angstro¨ms
and angles in degrees.
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our calculations exhibit binding energy shift between the
monomer and the dimer. First of all, we point out that the
difference between CEBEs of both oxygen atoms decrease from
the monomer (1.98 eV for HCOOH; 2.00 eV for CH3COOH)
to the dimer (1.02 eV for HCOOH; 1.29 eV for CH3COOH). If
we refer to the double proton-transfer reaction in the formic
acid dimer (FAD), we can note that this trend is correct. During
this reaction, there is a synchronous double proton transfer, as
pictured in Scheme 1:

The structure of the transition state associated with this reac-
tion (FADTS) is ofD2h symmetry. It possesses four equivalent
O...H bonds (see Scheme 1). Therefore, the CEBEs of all four
oxygens are the same. As one moves onto the transition state
on the potential energy surface toward the formic acid dimer,
the distance between the two monomers increases. The oxygen
atoms of a given monomer become nonequivalent and CEBEs
of these two atoms will be different. The larger the distance
between the two monomers, the larger the energy difference
between both oxygen atoms. Therefore, it is natural to observe
a more important difference in the dimer than in the monomer
because the structure of the latter can be viewed as the same
one encountered in a dimer with an infinite distance between
the two moieties.

For both acids, we can see in Table 3 that the shift associated
with the oxygen atom of the hydroxyl group (-0.81 eV and
-0.70 eV for the formic and acetic acids respectively) is more
important than the one computed for the oxygen atom of the
carbonyl group (+0.15 and+0.01 eV, respectively). These
results correctly reproduce the effect of the two hydrogen bonds
since the geometrical structure, and therefore the electronic
density, change more around the oxygen atom of the hydroxyl
group with the formation of the dimer.

Moreover, Qian et al.40 calculated the dipole-derivative
derived charges at the HF/6-311++G** and showed that the
changes in the atomic charges are largest for the oxygen atom
of the hydroxyl group than for the oxygen atom of the carbonyl
group.

Formamide. Formamide is the simplest compound that
contains the essential features of the peptide linkage. Several
investigations have been devoted to the study of formamide with
water molecules because these complexes can be used as simple
models for the hydration of peptides or proteins.50-54 Studies
have been reported on the stability and the structure of the
complex with water50-52 or on proton-transfer reaction.53,54Here,
we consider two formamide-water complexes. The formamide
is in its keto form in one complex and in its enol form
(formamidic acid) in the other one (see Figure 6). They are
bidentate systems where water participates in two hydrogen
bonds, one as a donor and one as an acceptor. Table 4 displays
binding energies of all the heavy atoms of the two forms of the
formamide molecule and the two formamide-water complexes.

First, binding energies computed for the keto and enol forms
have been compared with results found in the case of formamide

and formamidic acid. The observed binding energy shifts vary
from one atom to the other. In the keto form, we observe an
increase of the O(1s) binding energy (+0.15 eV) because the
O atom possesses a proton-acceptor character. Conversely, the
N atom is a proton-donor and we therefore notice a lowering
of the N(1s) binding energy (-0.24 eV). The C(1s) binding
energy varies only very slightly from the formamide to the
complex because the carbon atom is not hydrogen-bonded. For
the enol form, the same trend is observed if we refer to the
formamidic acid. In this form, the O atom is proton-donor and
the a decreasing of the O(1s) CEBE is observed from the acid
to the complex (-0.53 eV). The N atom is proton-acceptor and
the binding energy increases very slightly from the acid to the
complex (+0.04 eV). As for the keto form, the C(1s) binding
energy has quite the same value in the acid and in the complex
(-0.05 eV).

Second, binding energies calculated for the O atom of the
water moiety in each complex have also been compared with
the value obtained for the sole water molecule (539.95 eV). In
both complexes, the O atom has the two proton-donor and
proton-acceptor roles. Therefore, as for the water clusters, the
O(1s) line is downshifted in the keto form (-1.06 eV) as well
as in the enol form (-0.79 eV).

Core electron binding energies of C, N, and O atoms
computed for the two formamide complexes vary to different
extents from the keto to the enol form. For the carbon atom,
the calculated shift is only due to geometry changes in the
formamide moiety. The geometric and electronic environments
close to this atom are not much modified from the keto form to
the enol one. Therefore, the binding energy shift is not important
(-0.29 eV). The case of nitrogen and oxygen atoms is different
because the geometry of the molecule around these two atoms
is more modified than in the case of the carbon atom, but there
is especially a large modification of the length of hydrogen
bonds. For the oxygen and nitrogen atoms of the formamide
moiety, we respectively notice a large increase and a large
decrease of computed CEBEs. We have shown previously for
water clusters that CEBEs increase with a decrease of the
hydrogen bond length. In the case of formamide-water
complexes, the hydrogen bond involving the oxygen atom in
the keto form shortens and forms an O-H covalent bond in
the enol form. Therefore, this large shortening is accompanied
by a large increase of CEBE (+1.85 eV). Conversely, the initial
N-H covalent bond in the keto form lengthens to a large extent
to yield a hydrogen bond N...H in the enol form. CEBE of the
N atom is consequently lower in the enol form (-1.48 eV).

Variation of O(1s) CEBE for the oxygen atom of the water
moiety have retained more attention. At first sight, the negative
binding energy shift is larger in the keto form by 0.27 eV,
whereas the overall hydrogen bond length is shorter in the enol
form (1.883 Å vs 1.963 Å). This result is a priori in contradiction
with the one found for the water clusters. However, two factors
allow us to explain this discrepancy. First, we have seen, in
Table 1, that the proton-donor character of the oxygen atom
yields to a much more important binding energy shift than the
proton-acceptor character (by a factor 2 in the case of (H2O)2).
If we closely examine the two formamide-water complexes,
one observes, in this case, that the hydrogen bond length
associated with the proton-donor character is shorter in the keto
form (1.894 Å) than in the enol form (1.956 Å). Second, in
each complex, one hydrogen bond connects two different atoms
(O and N) whereas in water clusters hydrogen bonds are between
atoms of the same type. Thus, it would be necessary to compare

TABLE 3: O(1s) CEBE (eV) for the Monomers and Dimers
of the Formic and Acetic Acidsa

monomer

experiment DFT dimer DFT shift DFT

HCOOH 538.97 538.90 539.05 +0.15
HCOOH 540.63 540.88 540.07 -0.81
CH3COOH 538.33 538.27 538.28 +0.01
CH3COOH 540.12 540.27 539.57 -0.70

a In the last column, we report the binding energy shift due to the
formation of dimers
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our results with other XPS spectra of molecules involving
H-bonds between heteroatoms.

4. Conclusion

In this study, we have computed core-electron binding
energies (CEBEs) of atoms for various clusters or complexes
having strong hydrogen bonds. This was done using the recently
developed∆EKS method, based on density functional theory
(DFT).

Our first result is that this method correctly reproduces
available experimental data featuring the dependence of O(1s)
CEBEs as a function of cluster size in gas phase (H2O)n water
clusters. We obtain a shift of up to 0.93 eV (n ) 6) with respect
to the isolated water molecule, which is in fairly good agreement

with experimental findings (exp: 1.1 eV), suggesting that most
of the hydrogen bonding effect occurs for very small clusters.

Our present calculations quantitatively approach the experi-
mental shifts, while our clusters are probably too small for true
collective polarization screening to be taken into account. Our
conclusion is thus that the interpretation of the shifts is different
from the one used in the case of rare gas clusters.

We observe that the decrease of the binding energies is
linearly correlated to structural properties of the hydrogen bond
network, and in particular to O...O and O...H intermolecular
distances. Our present interpretation of the O(1s) CEBE shift
is thus that the formation of the hydrogen bond network goes
with strong geometrical rearrangements, with which CEBE shifts
are correlated.

Should this interpretation be correct, one would find a fairly
useful way of estimating typical hydrogen bond network
characteristics using XPS. More work is in progress along these
lines.
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